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ABSTRACT 

People communicate their emotions through speech and facial expressions, whether they are aware of 

doing so or not, making the study of emotions a significant area of study that may help with a variety of 

goals. Voice, writing, and pictures are only a few of the informative mediums that may be used to 

understand emotions. In order to improve prediction accuracy and decrease loss, this article developed a 

deep CNN model for emotion prediction from speech and facial expression. Additionally, MFCC was 

used to remove features from the provided speech samples for the speech CNN model. In humans, 

fractures, tumours, and cancer are the most frequent causes of bone deterioration. Since manual bone 

cancer forecast and recognition requires more time and correctness, it is challenging to identify these. 

This study processes images of malignant and non-cancerous bones using image processing techniques 

to identify bone cancer. A preprocessed MRI picture has been cleaned of noise. The preprocessing for 

the picture is done with a median filtering method. The thresholding procedure was then used to 

enhance the picture. Following feature extraction, the photos are then categorised using the extracted 

features. 
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1. INTRODUCTION 

The four types of tissue which make up the body of a person are connective tissue, sensory tissue, 

epithelial tissue, and muscle tissue [1,2]. The two distinct kinds of tissue which make up connective 

tissue are fitting connective tissues and specialised connective tissues. These vascularized, rigid, and 

stiff bone structures serve as the basis for these connective tissue structures. [3]. Numerous collagen 

fibres and mineral ions in an extracellular network reinforce bone tissue. These three different cell 

types—osteocytes, osteoblasts, and osteoclasts—combine to form this tissue. [4] The 206 bones that 

make up the skeleton are mostly made up of trabecular bone, which makes up 20% of the mass, and 

cortical bone, which makes up around 80% of the bulk.  A biological bone structure called an osteon 

looks like a harbour harvesian canal because it is surrounded by concentric layers of bone. In the osteon 

regions, their intensity varies according on the level of mineralization [5,6]. Any fractures or 

abnormalities (such as malignancy) in the bone must be expected to heal as quickly as feasible [7]. The 

malignant basic bone tumour osteosarcoma is one kind of human bone cancer. The illness might 

deteriorate and metastatically spread to other regions or organs at this point. At this point, the spread of 

cancer cells eventually leads to patient death. Bone cancer must be diagnosed in order to be treated, 

much like other carcinomas of the prostate, lungs, thyroid, and liver [15]. 

 

2. LITERATURE REVIEW 

The most common reason for cancer deaths worldwide is the projected level before the stage of 

metastases. Eighty percent of all bone metastases are caused by cancers of the breast, lung, prostate, and 
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kidney. In 1990, there were Predictions estimate the number of new cases of lung cancer at 1.04 million. 

It was suggested that bone examining via 99m monophosphate identified early bone metastasis within a 

few cases of bronchogenic carcinoma prior to these tumours got in medicine or radiographically 

apparent and it had been suggested that bone examining with 99m monophosphate identified early bone 

metastasis in an a few instances of bronchogenic carcinoma prior to these lesions became clinically or 

radiographically obvious. In previous therapies, CT and MRI scan findings were used to guide tracking, 

treatment, and evaluation following radiation therapy.  

These methods, which are sometimes referred to as anatomical imaging, have the advantage of making 

it feasible to provide a high-resolution picture of the anatomy while also promoting the use of 

exceedingly difficult RT procedures. 

The de-noising approach using wavelet thresholding Discrete wavelet transform (DWT), created by 

Donoho and Johnstone, is frequently used with ECG data. In order to reduce the extra material noise, 

Sayadi O and Brittain J. S. employed Wiener and Kalman filtering techniques in 2008. A wavelet 

decomposition-based method for ECG signal de-noising edge detection has been suggested by 

Harishchandra T. Patil et al. (2013) [8] by using the most severe and least wavelet coefficients that exist 

at each level. Wavelet's depiction of images is incredibly subpar and insufficient. A few wavelet-based 

theories for the analysis of bone tumours were recently introduced. 

The many uses of wavelet-based image processing were discussed in this section. Wavelet represents 

pictures ineffectively but effectively. Recently, a number of wavelet-based mammography examination 

techniques have been developed. They used a doubletree classifier in their analytical framework and 

several quantifiable elements of their mammography examination inquiry. As Ferreira and Borges 

showed in 2003[9], the largest wavelet coefficients in low recurrence (near estimation) wavelet changes 

may be employed as a mark vector for mammography comparisons. Essamet et al. (2007) concentrated 

a portion of the top coefficients of the estimate in multilevel disintegration using a multidetermination 

mammography examination. [10]Nisthula et al. (2013) use a number of image processing techniques, 

such as contrast enhancement, edge detection, and picture combining, to quickly and accurately identify 

malignant tissue in bone. 

 

3. METHODOLOGY 

The four crucial operations of the suggested system for diagnosing brain cancer are preprocessing, 

segmentation, feature extraction, and classification. Preprocessing is performed on the obtained MRI 

scan picture, as previously mentioned [11,18]. After the image has been preprocessed, it is segmented. 

After segmenting the picture, the features are subsequently extracted. The image is classified using the 

area and the extracted features at the end [12]. 

 
Fig1. System workflow 
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Image Preprocessing 

At this point, the main focus is on photo improvement. Improving the overall look of the data in the 

image is the primary goal of image enhancement [13]. Therefore, the outcomes are better suited for 

additional image processing. We convert the colour image to a binary image to get a better result. There 

are several separate phases in this level [14]. 

 

Image Segmentation 

This phase of the picture processing process is crucial. Segmentation separates the image into several 

segments, as the name implies. By segmenting the image according to the properties of the pixels, the 

tumour region may be found. The preprocessed photo is converted into a binary image to extract the 

tumour area. These four stages are involved in segmentation. 

 

Feature Extraction 

A technique for cutting down on the number of resources obligatory to clarify a large quantity of data is 

feature extraction. The vast number of factors that must be taken into account while undertaking 

complex data analysis is one of the main challenges. If a classification method has a high number of 

variables, which uses a lot of memory and processing resources, it may overfit the training data and be 

unable to generalise to new samples[16,17,19,20]. 

The phrase "feature extraction," which covers a wide range of techniques, refers to ways to create 

combinations of variables that avoid these issues while still properly representing the data[21]. Area and 

perimeter are the two properties that our algorithm extracts. These characteristics are used to categorise 

a tumour in an image. 

 

CLASSIFICATION 

A computer vision approach called image classification uses the visual information of the images to 

categorise them. A human figure might be detected in a picture using an image classification method, 

for example. While it is simple for humans to recognise an object, computer vision applications still 

struggle with effective image categorization. Among the acquired characteristics, we assess the feature 

area to define the tumour. We have two target classes here: 0 and 1. Class 0 indicates the nonexistence 

of cancer, but class 1 indicates its existence. After determining the size of the tumour, we classified the 

picture. The relevant areas of all the MRI images in the collection were carefully examined. We then 

came up with threshold values for each level. 

 
Fig2. Proposed process flow 

4. RESULTS 

The cancerous image's outcome is as follows: 
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Fig3.MRI Input image 

 
Fig4.Output for each module 

 

 

4.2 Non-cancerous imaging result 

 
Fig.5. MRI Input image 

 
Fig6. Output for each module 

 

CONCLUSION 

In this paper, we provide an algorithm capable of detecting and producing results for bone cancer when 

compared to other widely used algorithms. This method may make it simple to locate the tumour. If the 

submitted image does not show a tumour, the consequence is No Cancer. 

If a tumour is seen in the image that was complete, malignancy is indicated. Medical experts could use 

the recommended method to identify whether or not a photograph is cancerous. Thus, patients can 

receive early rehabilitation. 
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