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ABSTRACT

Using a facial recognition system, a human face in a digital photo or video frame can be compared to a
database of faces. With the help of ID verification services, this technology can identify and quantify
facial traits from a picture. STechniques for facial recognition may be used in automatic photo
searching, video surveillance, and enhanced human-computer interaction. In this research, a face-
matching system was presented that could recognise anatomical characteristics such the chin and
compute the ratio of facial component distances without the aid of a human. Additional research
indicated that the system's ability to recognise face features wasn't always reliable. A deep learning
convolution neural network was employed in this study as a facial recognition machine learning
technique. a CNN, a specific type of artificial neural network is effective in classifying images. The
integral image, cascade classifier, and Ada Boost algorithms are the foundation of the Ada Boost-based
face identification algorithm. The fundamental concept is as follows: It begins by swiftly calculating
faces' Haar-like traits using the integral picture.

Index Terms: Ada Boost algorithm, ML,C NN, Face manipulation, extreme pose and expression,
high-resolution.

1. INTRODUCTION

The fact that a person was required to first define the coordinates of the facial traits in a picture before
the computer could use them for recognition gave rise to the term "man-machine™ for the face
recognition project. [1]. A number facial features, including the windows peak in the hairline, the inner
and outer corners of the eyes, and the pupil centres, had to be placed precisely on an animation tablet.
Twenty distances, including the breadth of the mouth and the eyes, were calculated using the
coordinates. [2]. By doing so, it is possible to construct a database of distances determined by
evaluating about 40 photographs in an hour. The sealed records would then be shown as a potential
match after a computer immediately compared the distances for every picture, determined the amount
of distance distinction, and so on.

Fig.1. Facial recognition system process
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As shown in fig.1. gives each face it has recognized metadata. The landmark spots on the face that aid in
distinguishing each individual face are included in the metadata. This information is used to compare
with picture data that is already kept in a database.

Face recognition technology is now used by governments and corporations all around the world. Their
effectiveness varies, and some systems have already been removed because they were unsuccessful.
Considering claims that the technologies violate people's privacy, the usage of face recognition
technology has also caused criticism. frequently identify people incorrectly, support racial and gender
stereotypes, and fail to preserve crucial biometric data [3]. Deep fakes and other synthetic media have
also prompted worries about the security of traditional media.
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2. METHODOLOGY

Another of the many applications of machine learning, which is a rapidly increasing field, is facial
recognition. Though the majority of people are unaware of it, technology for facial recognition is
currently frequently employed. Lots of people easily sign into their smartphones using facial
recognition technology[4]. With the use of cutting-edge facial identification software, surveillance
personnel can identify criminals in crowds..

The mechanism and method used in facial recognition are less widely recognised. This article explores
the area of machine learning and discusses how it has enabled the development of face recognition
technology, such as that found in our product PXL Ident.
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Growing social concerns led Meta to announce that it would shut down Facebook'’s facial recognition
system and delete the face scan information for a huge a billion costomers, as seen in fig. 2. One of the
biggest swings in face recognition utilisation in the history of the technology will result from this
move. [5,6].In recent years, the application of facial recognition technology has expanded to include
robots and smart phones. Computerised facial recognition systems fall under the category of biometrics
since they detect physiological traits unique to humans. Since they are wireless, facial recognition
systems continue to be utilised despite the fact that their biometric technology precision is lower than
that of iris and recognition of fingerprints systems. [7]. Algorithms for machine learning can learn from
data to solve problems that are beyond complex for conventional programming approaches.

A subset of machine learning called "deep learning" is designed by simultaneously executing several
layers of machine learning algorithms.
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3. RELATED WORK

Machine Learning

With several applications in fields including computer vision, natural language processing, and
predictive analytics, machine learning is expanding. Given that an increasing number of businesses are
utilising machine learning across an incredibly broad range of industry verticals, it's likely that you
currently use a number of goods or services that leverage these technologies. [8,9].

present work, several scientific developments that have shown promising outcomes and offered helpful
techniques in the field of facial recognition have been taken into consideration in a few changes in
order to select the most workable solution and ensure that the accuracy of recognition is extremely
intriguing compared to the state-of-the-art.

PCA evaluation

A statistical method called PCA is used to lower the number of variables in face recognition. Each
picture in the training set is portrayed by a linear combination of eigenfaces, which are weighted
eigenvectors, in PCA.

[10]. These eigenvectors are derived from a training picture set's covariance matrix.

as seen in fig. 3. The mathematical technique known as Principal Components Analysis (PCA) is used
to decrease the dimension of the data. [11].As a result, the PCA approach enables the recognition of
standards in data and their representation in a way that highlights both their similarities and contrasts.
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Dataset:

For the PCA method and the CNN method, we will use two different datasets, one for each technique.
Our goal is to make over a facial recognition system that requires the least amount of training data
feasible. [12]. The main argument for this constraint is that it can be more practicable for an
administrator to train the model containing one or a few photos of every student rather than having to
generate a large Dataset containing many photos of a single person. The two main face classification
techniques, PCA reduction of dimensional and retrained CNNs, will be compared.

The actions listed below are going to be taken in order to accomplish recognition of faces:

identifying every face that appears in the photograph. removing the faces' features and cropping the
faces. using a facial recognition technique that is appropriate to match faces with the database of
professors and students. supplying a file with a list of the recognized attendees.

Algorithms Ada Boost:

One of the initial boost techniques to be implemented in solving practices[13]. Adaboost helps you
combine multiple —weak classifiersl into a single —strong classifier |Asshown in fig.4
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Initialization:
1. Given training data from the instance
space
S = {(z1,91)y s (Tm,Ym)} where z, € X and g € Y =
{~1,+1}.
2. Initialize the distribution Di(i)= .
Algorithm:
for t=1,...,7T: do
Train a weak learner h.: X — R using
distribution 0D,.
Determine weight a; of h;.
Update the distribution over the training
set:
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where Z; is a normalization factor chosen
so that Dy4y will be a distribution.

end for
Final score:
f(z)= Zf:o achi(z) and H(z) = sign(f(z))

Fig.4.AdaBoostalgorithm

Convolutional Neural Network(CNN):

Face recognition given by utilizing Deep Learning’s sub-field that is Convolutional Neural
Network(CNN)[14].1t is a multi-layer network that has been taught to use categorization to carry out a
certain activity. As seen in fig. 5, transfer learning is carried out for face recognition using a trained
CNN model called AlexNet. With a class of 2500 variant images, it has a 98.5% accuracy rate. [15,16].
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Fig.5 Convolutional Neural Network(CNN)

CONCLUSION

One of the primary problems is that object detection demands a high degree of computer complexity
and that the inferred features from the earlier work on facial recognition are less well-recognized.
Stronger CNN, the most recent generation of region-based generic recognition methods, performs
admirably on a number of detection benchmarks. Using a quicker CNN, it is possible for it to learn a
function illustration from data. The AdaBoost Algorithm, also known as Adaptive Boosting, is used in
ensemble modelling in machine learning to find the best model. Due to the need for object detection in
real-time, it was found that improving the efficacy of the detection was a highly challenging task. As a
consequence, the research recommended building a face recognition system combining Fast R
Convolution Neural Networks and Principal Component Analysis (PCA). We used the face database to
extract attributes using the Principal Component Analysis (PCA). The Accelerated Convolutional
Neural Network approach has been employed to classify patterns in the dataset using neural network
training. This demonstrates that the proposed model outperforms state-of-the-art when it comes to of
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precision as well as speed of recognition.
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